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Abstract

Continuum robots offer better maneuverability and inherent compliance and are well-suited for surgical applications as catheters, where gentle interaction with the environment is desired. However, sensing their shape and tip position is a challenge as traditional sensors can not be employed in the way they are in rigid robotic manipulators. In this paper, a high speed vision-based shape sensing algorithm for real-time 3D reconstruction of continuum robots based on the views of two arbitrary positioned cameras is presented. The algorithm is based on the closed-form analytical solution of the reconstruction of quadratic curves in 3D space from two arbitrary perspective projections. High-speed image processing algorithms are developed for the segmentation and feature extraction from the images. The proposed algorithms are experimentally validated for accuracy by measuring the tip position, length and bending and orientation angles for known circular and elliptical catheter shaped tubes. Sensitivity analysis is also carried out to evaluate the robustness of the algorithm. Experimental results demonstrate good accuracy (maximum errors of ±0.6 mm and ±0.5 deg), performance (200 Hz), and robustness (maximum absolute error of 1.74 mm, 3.64 deg for the added noises) of the proposed high speed algorithms.
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1. Introduction

Continuum robots are continuously curving manipulators that have distributed deformation along their length with theoretically an infinite number of degrees of freedom (DOF) (Trivedi et al. 2008). They are inspired by biological continuum structures like elephant trunks, octopus arms, squid tentacles and snakes (Jones and Walker 2006, Andruska and Peterson 2008, Ning and Worgotter 2012). Compared to traditional rigid-link robots, continuum robots offer advantages including better maneuverability and inherent compliance (Trivedi et al. 2008). This makes them well-suited for a variety of applications from industrial inspection to minimally invasive surgery (MIS) where instruments must navigate gently through tissues (Camarillo et al. 2008a, Ding et al. 2013, Polygerinos et al. 2013, Burgner et al. 2014). Our primary motivation for the vision-based 3D reconstruction algorithm described in this paper is continuum robots used in catheter and endoscopic procedures where the tip of the catheters or endoscopes must be controlled in real-time. This is especially challenging when motion compensation is used to repair fast moving intracardiac structures (Kesner and Howe 2011).

While there has been considerable progress in the area of actuation strategies for such robots (Gravagne et al. 2003), the problem of 3D shape sensing is still a challenge (Camarillo et al. 2009). A few indirect methods relating internal actuator parameters to the tip position have been proposed in the literature to estimate the shape of continuum robots (Hannan et al. 2001, Jones and Walker 2006). These methods do not have accuracies (average error 17.4% to 57.4%) comparable to position sensing in rigid link robots (Chitrakaran et al. 2004). Different techniques have been proposed for directly measuring the tip position and also sensing the 3D shape of these flexible robots by using strain sensors (Leleu et al. 2001, Lee et al. 2008) and fiber optic sensors (Grattan and Sun 2000, Cusano et al. 2004). Fiber Bragg grating sensors have also been demonstrated, but this sensing technology can be expensive (Park et al. 2010, Roesthuis et al. 2014). Furthermore, due to the size limitations particularly for medical applications, applying these types of sensors can be difficult.

As a result, vision-based shape sensing approaches have gained attention for quantifying the articulation of continuum robots and catheters (Camarillo et al. 2009). Vision-based approaches may also reduce costs, because they do not require transducers embedded in disposable catheters. One of the most popular and relatively straightforward vision-based methods is the use of body- and/or tip-mounted fiducial markers that are generally useful for non-medical applications (Chen et al. 2003, Hannan and Walker 2003, 2005, Chitrakaran et al. 2004, Webster et al. 2009, Rucker 2011). Although fiducial markers simplify the reconstruction process by detecting the point correspondences in stereo vision systems, the fabrication of the markers that meet size, shape and visibility constraints is difficult. Moreover, the extraction of the central point of the marker bands using image processing techniques can be challenging.

Vision-based techniques were also employed for the shape sensing and position control of continuum robots in surgical field without using fiducial markers. Position control, manipulation and study of the steerable needles was one area that has gained considerable attention (Webster et al. 2005, 2006, Glozman and Shoham 2007, Kallem and Cowan 2007, Alterovitz et al. 2008, Kallem et al. 2009, Ma et al. 2012, Panayiotou et al. 2013, 2015, Haase et al. 2014). 3D reconstruction of a catheter shape by finding epipolar correspondence in two nearby x-ray views (2° apart) was proposed (Lee and Poston 1997, Bender et al. 1999). While accurate and robust, this method is not efficient and fast as it requires a brute force search of all points in one image for every point in the other using epipolar geometry to establish point correspondences (Lee and Poston 1997).
A voxel-carving algorithm built upon the shape-from-silhouette technique was proposed to estimate and register the 3D shape of a catheter robot (Camarillo et al. 2008a, 2008b, Camarillo et al. 2009). The iterative reconstruction approach based on the extension of affine shape of finite point configurations from a number of uncalibrated cameras was also proposed (Berthilsson and Astrom 1997, Berthilsson et al. 1997). Self-organizing map (SOM) and growing self-organizing maps (GSOM) structures (Kohonen 1990, Fritzke 1996, Kumar et al. 2004, Croom et al. 2010) as well as the improved version of SOM called ‘stereo SOM’ (Croom et al. 2010) were investigated for finding the simplified curve approximating the 3D shape of continuum robots. Although these methods are generally straightforward to implement and relatively robust, they can be time-consuming (Camarillo et al. 2008b), computationally expensive (Croom et al. 2010), and complex (Berthilsson and Astrom 1997).

The approach of 3D reconstruction of a quadratic curve by using two or more corresponding conics produced by projecting the curve onto image planes under perspective transformation was also studied (Safaee-Rad et al. 1992, Xie and Thonnat 1992, Kanatani and Liu 1993, Xie 1994, Kahl and Heyden 1998, Balasubramanian et al. 2002, Yang et al. 2014). It has been proved that analytical formulation with a unique solution from the roots of a quadratic equation can be obtained without point correspondences between the curves (Safaee-Rad et al. 1992, Xie and Thonnat 1992, Balasubramanian et al. 2002). This appealing approach seems to be computationally fast and well-suited for the 3D reconstruction of continuum robots and catheters in clinical conditions. Our focus in this study is to extend and implement this approach and investigate its capabilities in 3D shape sensing of the catheters in lab environment which, to the best of our knowledge, has not been performed before in literature. Although sensitivity analysis by adding random noises are also carried out in this study, the algorithms need to be extensively evaluated for medical application with clinical data which will be part of the future work.

The main contribution of this paper is to extend the 3D reconstruction approach of quadratic curves in closed form without the requirement of point-to-point correspondence for practical real-time shape sensing of catheters. In addition, this paper explores implementation issues for real-time execution and experimentally evaluates its accuracy, speed, and performance. The proposed algorithms are defined in general form that are potentially applicable to generic imaging modalities, including optical and x-ray cameras at arbitrary locations and to surgical applications like electrophysiology and interventional cardiology with round cross section cardiac catheters. In the following section, the proposed 3D reconstruction method is described. Section 3 provides details about image processing algorithms, experimental setup, procedure and results, followed by discussion and conclusion remarks sections.

2. Methods

2.1. Reconstruction algorithm

The 3D reconstruction algorithm proposed in this research is based on the reconstruction of a quadratic curve representing the 3D shape of the catheter centerline from two arbitrary perspective projections (Safaee-Rad et al. 1992, Xie and Thonnat 1992, Kanatani and Liu 1993, Xie 1994, Kahl and Heyden 1998, Balasubramanian et al. 2002). The schematic description of the proposed shape reconstruction algorithm is illustrated in figure 1. The proposed method consists of four main steps (figure 1). The first step is pre-processing of the two images acquired from the cameras. The second step is to extract the centerline points of the catheter (which is a round shape tube) from the two images using image processing techniques. The third step is to (1) find the actual positions of the centerline points on the image planes of the two cameras with respect to their coordinate frames; (2) determine the parameters of the 3D
cone whose vertex is at the focal point of one of the cameras and passes through the points on the image plane of this camera; and (3) obtain the analytical solutions for the intersection points of this cone with the ray lines of the other camera.

This combination of ray lines and cone avoids the need for accurate point correspondence between the two images. Techniques are developed here to choose the more appropriate camera for developing the 3D cone and also to choose the right intersection point that belongs to the centerline of the catheter. The fourth step is to, based on the obtained centerline points of the catheter, reproduce the 3D shape of the catheter and extract its parameters including curvature, length, bending and orientation angles, and tip position.

The schematic description of a general stereo imaging system is illustrated in figure 2. Reference frame $O_{xyz}$ is located at point $O$ which is the fixed point of the catheter centerline. $C_{xyz} (i = 1, 2)$ is the rectangular cartesian coordinate of the $i$th camera with its origin at the
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<table>
<thead>
<tr>
<th>Pre-processing</th>
<th>Image Acquisition</th>
<th>Cropping</th>
<th>Rectification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Processing</td>
<td>Find Origin Points</td>
<td>Find Tip Points</td>
<td>Extract Centerline Points</td>
</tr>
<tr>
<td>3D Reconstruction</td>
<td>Calculate Positions on Image Planes</td>
<td>Develop 3D Cone of $i$-th Cam</td>
<td>Intersects with Lines of $j$-th Cam</td>
</tr>
<tr>
<td>Parameter Calculation</td>
<td>Calculate Tip Point Position</td>
<td>Calculate Bending and Orient. Angles</td>
<td>Calculate Length and Curvature</td>
</tr>
</tbody>
</table>

---

**Figure 1.** Schematic description of the proposed 3D reconstruction algorithm.

**Figure 2.** Block diagram of the proposed high speed vision-based algorithm for catheter 3D reconstruction.
focal point of the camera (points $C_i$). Plane $V_i$ is the virtual image plane of the $i$th camera. To simplify the projection problem and produce unrotated images, the virtual image planes are located in front of cameras. These planes are positioned at the distance $\lambda_i$ from the center of projection of the $i$th camera. It should be noted that $\lambda_i$ is also the homogeneous scaling factor of the $i$th camera. Pose of the cameras are assumed to be known with respect to each other using well-known stereo calibration methods (Bouguet 2015). Point $A$ is an arbitrary point in $R^3$ from the centerline of the catheter that is in the field of view of both cameras. Point $A$ projected on the virtual image plane of the $i$th camera is denoted by $A_v$ with pixel position $[X_v, Y_v]_i$.

Using the perspective projection model of a pin-hole camera (Zhang 1999), the position coordinates of the point $A_v$ in $R^3$ with respect to $C_i$ are

$$
\begin{align*}
X_v &= \left((X_i - c_x) - (Y_i - c_y)\frac{\tau_i}{f_x}\right)\frac{Z_i}{f_y}, \\
Y_v &= (Y_i - c_y)\frac{Z_i}{f_y} \\
Z_v &= \lambda_i
\end{align*}
$$

where $f_x$ and $f_y$ are the focal lengths for $x$ and $y$ dimensions expressed in pixel, $[c_x, c_y]^T$ is the principal point, and $\tau_i$ is the skew coefficient defining the angle between the $x$ and $y$ pixel axes.

We made the assumption that the catheter shape can be well-approximated as a 3D quadratic curve, which has been validated in previous studies for polymer catheters actuated by pull wires (Camarillo et al. 2008a, Jung et al. 2014). In the Discussion section we consider relaxing this assumption. The perspective projection of the catheter centerline ($\Gamma$) is presented by quadratic curve $\Gamma_i$ on the image plane of the $i$th camera (figure 2). The problem here is how to reconstruct the 3D quadratic curve $\Gamma$ from the pair of its perspective projections $\Gamma_i$ from the two cameras in real-time.

The best-fit quadratic curve $\Gamma_i$ to the $n$ projected points $A_{vi}$ on the virtual image plane of the $i$th camera ($i = 1, 2$ and $n = 1, ..., N$) found using image processing methods appropriate to the imaging modality is determined by applying a least square technique (Halir and Flusser 1998). Section 3.1 gives an implementation for the image processing methods. The fitted ellipse of the $i$th camera image is in general form (Halir and Flusser 1998)

$$
E_{i,k}X_{vi}^2 + E_{i,k}X_{vi}Y_{vi} + E_{i,k}Y_{vi}^2 + E_{i,k}X_{vi} + E_{i,k}Y_{vi} + E_{i,k} = 0 \quad i = 1, 2,
$$

where parameters $E_{i,k}$ for $k = 1, \ldots, 6$ are constant. The equation of the line $C_iA$ in 3D space is

$$
\frac{C_X}{X_{vi}} = \frac{C_Y}{Y_{vi}} = \frac{C_Z}{\lambda_i} = r_i \quad i = 1, 2
$$

where $[C_X, C_Y, C_Z]^T$ is the position of the point $A$ with respect to the coordinate frame of the $i$th camera ($C_A$). From calibration

$$
C_A = \frac{C_iA}{C_iC_j} \quad i = 1, 2, \quad j = \begin{cases} 
1 & \text{if } i = 2 \\
2 & \text{if } i = 1
\end{cases}
$$

where $C_iC_j$ is the homogenous transformation matrix of the coordinate frame of the $j$th camera to that of the $i$th camera. By finding $C_X$, $C_Y$, and $C_Z$ from equation (4) and substituting into equation (3), parameters $X_{vi}$ and $Y_{vi}$ are derived as functions of $C_X$, $C_Y$, and $C_Z$.
Combining equations (2) and (5) yields the equation of the 3D elliptical cone $\Phi_i$ with respect to the coordinate frame of the $j$th camera. The vertex of this cone is the focal point of the $i$th camera and its intersection with the virtual plane $V_i$ is the ellipse $\Gamma_i$. The equation of this conic is

$$\Phi_i = K_i C_i^2 + K_{ij} C_j Y_j + K_{ik} C_i Z_k + K_{ij} C_j Y_j + K_{ik} C_i Z_k + K_{ij} = 0$$

where parameters $K_i$ for ($l = 1, \ldots, 10$) are constant. Substituting parameters $C_i, C_j$, and $C_k$ derived from equation (3) as

$$\begin{cases}
  C_i = r_j X_{ij} \\
  C_j = r_j Y_{ij} \\
  C_k = r_j \lambda_j
\end{cases}$$

into equation (6) will reduce it to

$$\sum_{i=1}^{4} L_{ij} r_{ij}^{s-t} = 0 \quad \begin{cases}
  i = 1, 2 \\
  s = 3 \\
  j = \begin{cases}
    1 & \text{if } i = 2 \\
    2 & \text{if } i = 1.
  \end{cases}
\end{cases}$$

where parameters $L_{ij}$ for ($t = 1, 2, 3$) are

$$\begin{align*}
  L_{ij} &= K_{ii} X_i^2 + K_{ij} Y_i^2 + K_{ik} X_i Y_k \\
         &+ K_{ij} X_j Y_i + K_{ik} Y_j Z_k \\
         &+ K_{ij} C_i Y_j + K_{ik} Y_j Z_k + K_{ij} \\
  L_{ij} &= K_{ii} Y_i^2 + K_{ij} X_i Y_j + K_{ik} Y_j Z_k \\
         &+ K_{ij} X_j Y_i + K_{ik} Y_j Z_k + K_{ij} \\
  L_{ij} &= K_{ii}
\end{align*}$$

Parameters $L_{ij}$ are functions of $E_{ik}, C_j C_i$, and $\lambda_i$. Solving equation (8) for parameters $r_j$ and combining the solutions with equation (7) yields the $z$ coordinate of the points of intersection of the line $C_{ij}$ and the elliptical cone $\Phi_i$ in 3D space with respect to the coordinate frame of the $j$th camera as

$$C_{Z_{ij}} = \frac{\lambda_i(L_{i2} + U \sqrt{L_{i2}^2 - 4L_{i1}L_{i3}})}{2L_{i1}} \quad \begin{cases}
  i = 1, 2 \\
  u = 1, 2 \\
  j = \begin{cases}
    1 & \text{if } i = 2 \\
    2 & \text{if } i = 1
  \end{cases}
\end{cases}$$

$$U = \begin{cases}
  -1 & \text{if } u = 1 \\
  1 & \text{if } u = 2.
\end{cases}$$
It is clear in equation (9) that two intersection points exist. From figure 2, the closer point to the reference frame origin (point O) along the z axis of the jth camera coordinate is the right solution. Therefore, the z coordinate of the intersection point belonging to the centerline of the catheter is

\[
C_Z = \arg \min_{\{C_{Z_a} \mid a = 1, 2\}} |C_{Z_a} - C_{Z_0}|
\]

(10)

where \( C_O = [C_{X_O}, C_{Y_O}, C_{Z_O}]^T \) is the coordinate of the reference frame origin with respect to the coordinate frame of the jth camera. Using equations (9) and (10), the x and y coordinates of the selected intersection point are

\[
\begin{align*}
C_X &= \frac{C_Z}{\lambda_i} X_j, \\
C_Y &= \frac{C_Z}{\lambda_i} Y_j
\end{align*}
\]

(11)

where \( i = 1, 2 \) and \( j = \begin{cases} 1 & \text{if } i = 2 \\ 2 & \text{if } i = 1. \end{cases} \)

Coordinates of the intersection point with respect to the reference frame at point O is then determined by applying the transformation matrix of the coordinate systems of the jth camera to the reference frame. At least four points are required to establish the mapping between the coordinate frames of the cameras with respect to the reference frame. Additional points can help reduce the effects of noise. Using same algorithm, other points of the ellipse of jth image can be used to obtain other points on the centerline and the best-fit curve representing the curvature of the catheter in 3D space. This curve will then be used to determine features of the catheter including length.

Either image of the cameras can be used to generate the cone, but selecting the quadratic segment with higher curvature reduces the effects of noise in the fitting process. A special case, of course, is when the catheter is in the form of a 3D straight line making the curvature identical to zero. The algorithm copes with this singular case by triangulating origin and tip points of the catheter and using them to find the length of the catheter along the straight line from the origin to the tip. In this case, the bending and orientation angles are both zero.

3. Experiments

In order to evaluate the accuracy and performance of the proposed algorithm, experiments were conducted using the experimental setup shown in figure 3(a). The stereo vision system consists of two webcams (Logitech Webcam C930e) capable of capturing 24 bit color images at the resolution of 1920 \( \times \) 1080 pixels at 30 fps. An example of the raw images captured by the cameras are presented in figure 3. The image backgrounds are covered by blue felt to simplify image preprocessing for experimental validation. The cameras were calibrated and the intrinsic parameters (focal length, principle point, and lens distortion coefficients) as well as the extrinsic parameters (rotation and translation of each camera relative to each other and also to the reference frame) were determined (Bouguet 2015). The transformation matrix from the camera to the reference coordination frames were determined by using a least-square technique and triangulating multiple known locations in \( \mathbb{R}^3 \) with respect to the reference coordination frame.

Mock-ups of catheter-shape tubes with known geometry were tested and the results were compared against the known curvature and geometry. The mock-ups were rapid-prototyped with lengths of 160 mm and circular cross sections with outer diameters of 12 mm (figure 3(d)). They were fabricated using a Connex500 3D printer (Stratasys) from VeroWhite (RGD835),
a UV-cross-linkable acrylic polymer which is a high modulus (∼1 GPa) plastic. The 3D printing accuracy specification is 20–85 μm for features below 50 mm and less than 200 μm for full model size. The backbone bending angles θ (figure 2) are from 10 to 90 deg for the circular-shape tubes and is 40 deg for elliptical-shape tube.

3.1. Centerline point extraction

As it is described in figure 1, the centerline points of the catheter in the two images serve as input for the 3D reconstruction step. Specifics will depend on modality (optical, x-ray, etc) and image characteristics. Several techniques to reproduce the centerline of the catheter-shape objects have been proposed in literature including SOM, detecting ridges using distance transform, calculating the Voronoi diagram and thinning using layer by layer erosion (Kumar et al 2004, Camarillo et al 2008b, Croom et al 2010). All of these techniques work well in practice. However, to lower the execution time of the image processing steps and allow continuous execution of reconstruction algorithms for evaluation purposes, customized algorithms were developed. The OpenCV library was employed to acquire images and perform image processing algorithms.

The image pre-processing procedure comprises of removing lens distortions from the images, cropping (figure 4(a)), thresholding and removing the blue backgrounds (figure 4(b)),
removing noise, and finding the position of the origin points by finding the location of the middle point of the the most top-right and most top-left white points in the images.

To find the tip point, the region of interest (ROI) of the tip (figure 4(c)) is found by detecting the most bottom white point in the binary image of the isolated catheter. The rough estimate of the tip point is then determined by applying distance transform to the ROI (figure 4(d)). A mask image containing the line joining the origin point to the estimated tip point and its perpendicular line at the tip point is then produced (figure 4(e)). By applying a bitwise AND operation of the Canny edge of the ROI (figure 4(f)) and the mask image, three points on the edge of the tip circle are obtained (figure 4(g)). These three points are then used to find the best-fit circle (figure 4(h)) which is located at the accurate position of the tip point. Once the tip point is detected, the tip circle is removed from the image in order to further isolate the catheter for the center line detection algorithm.

The centerline point extraction algorithm begins with applying a mask containing a circular arc centered at the origin point (figure 4(i)) to the binary images of the isolated catheter. This operation produces an image containing a small contour of the catheter in the form of
a circular arc (figure 4(j)). The center of mass of this contour belongs to the centerline of the catheter. This procedure continues by applying the same mask at the detected centerline point and finding the second circular arc (figure 4(k)) and centerline point. These operations are repeated until the area of the contour is zero. The number of the detected points can be adjusted by changing the radius of the circular arc used as the mask. The detected origin, tip, and centerline points (figure 4(l)) are then fitted to a quadratic curve, equation (2), using least square technique.

3.2. Experiment procedures

Two experiments were designed to validate the accuracy, precision and performance of the algorithms. In the first experiment, 3D printed circular catheter shaped tubes with the bending angles of 10, 30, 50, and 70 deg and an elliptical tube with the bending angle of 40 deg were tested. These mock-ups were manually positioned in the orientation angles $\phi$ (figure 2) of 30, 60, 120, 150, 210, 240, 300, and 330 deg and the image processing and reconstruction algorithms were performed. In the second experiment, the tubes with the bending angles of 10, 20, 30, 40, 50, 60, and 70 deg and the elliptical catheter-shape tube were tested by manually rotating them in front of the cameras while the proposed shape sensing algorithms was determining curvature and geometry of the tubes in real-time.

In the foregoing, clean images with sharp background were used to develop and evaluate the algorithm. However, in the clinical setting images are noisy. In order to evaluate the robustness of the proposed algorithm, sensitivity analysis was also carried out by determining the significance of the errors in catheter parameters caused by the inaccuracy in finding the...
catheter centerline points from the correspondence images. Random errors with the standard deviation (STD) of 1–6 mm (6 mm = catheter radius) were applied to the centerline points in both images, and the catheter parameters were obtained using the proposed reconstruction process. For each STD of the error, this procedure was repeated 1000 times for different set of randomly-generated errors. Bending angles of 10, 30, 50 and 70 were included in this analysis.

4. Results

Figures 5 and 6 present the absolute errors of the measured $x$, $y$, and $z$ coordinates of the tip point and bending and orientation angles of the circular tubes for different bending and orientation angles in the first experiment, respectively from top to bottom. Absolute measurement
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**Figure 6.** Absolute errors of bending and orientation angles.

**Figure 7.** Absolute errors of catheter length.
errors of the length of the circular and elliptical tubes based on the fitted circles and ellipses are demonstrated in figure 7, respectively from top to bottom. From these figures, the measurement errors in all cases are very low. Errors in the $x$, $y$, and $z$ coordinates of the tip (figure 5) are less than 0.6 mm and the measurement errors for the bending and orientation angles are less than 0.5 deg (figure 6). As presented in figure 7, the lengths of the circular catheter shaped tubes are similar for both fitted circles and ellipses with the maximum error of around 0.6 mm. However, in case of the elliptical shaped tube, the fitted ellipse demonstrates better accuracy compared to the fitted circle to the catheter centerline.

Figure 8. Measurement errors of $z$ coordinate of the tip point in the second experiment for the circular tubes with the bending angles of 10–70 deg and the elliptical tube respectively from top to bottom.
Figures 8–10 present the measurement errors in height of the tip point, bending angles, and length of the tubes based on the fitted circles and ellipses for the circular tubes with 10–70 deg bending angles and also for the elliptical tube for 0–360 deg orientation angles, respectively from top to bottom. A 3D plot of the tip points trajectories of the circular catheter shaped tubes with 10–70 deg bending angles obtained in the the second experiment is presented in figure 11.

In figures 5–10, the noise in the plots increases as the bending angle increases. This may be due to the radial distortion of the webcams which is greater in the areas far from the center.
of the image plane. When the bending angle increases, the distance of the tip point from the center point also increases. Further calibration might reduce this error, however the error magnitudes are sufficiently small that this is likely unimportant for most applications.

Similar to the first experiment, the maximum errors of the measurement for the $z$ coordinate of the tip point and for the bending angle are $\pm0.6\,\text{mm}$ and $\pm0.5\,\text{deg}$, respectively. As seen in figure 10, the results calculated based on the fitted circles and ellipses are close for the circular-shape tubes. However, there are significant differences between the results for the elliptical shaped tube and the results based on the fitted ellipse has higher accuracy compared to those from the circle fitted to the centerline points of the tube. The mean absolute errors (MAE) across all conditions for both experiments are 0.24 mm for position and 0.21 deg for angular parameters.

![Figure 10. Errors of the tube lengths calculated in the second experiment based on the circles and ellipses fitted to the centerline points for the circular tubes with the bending angles of 10–70 deg and the elliptical tube respectively from top to bottom.](image-url)
The execution time required for the entire image processing algorithms proposed here is measured to be 2.75 ms for two images with resolution of 1920 $\times$ 1080 pixels, and for the 3D reconstruction algorithm is measured to be 2.25 ms, implemented on a PC with Intel Core i7 processors running at 3.00 GHz with 16 Gb of memory. This allows a processing rate of around 200 fps, although, the web cameras used here are limited to 30 fps.

The results of the noise tests are presented in table 1. The mean and maximum absolute errors of the $X$, $Y$, $Z$ coordinates of the catheter tip point as well as bending angle, bending plane angle and length of the catheter observed from 1000 trials for each STD error across all range of the STD errors and all bending angles are listed in this table. The mean absolute errors for tip position coordinates, angular parameters, and length of the catheter are less than 0.41 mm, 0.96 deg, and 1.1 mm, and the maximum absolute errors are 1.74 mm, 3.64 deg, and 2.42 mm, respectively. The results of this analysis suggests that the algorithm is reasonably robust to noise in the imaging and image processing process that determine the catheter centerline. This is because the 3D reconstruction algorithm uses information from the entire catheter length in finding the catheter’s spatial shape. Errors that produce systematic errors over an extended segment of the catheter’s length could results in significant additional error; this must be taken into account by ensuring that the image acquisition and image preprocessing steps are immune to this type of error.

5. Discussion

This study aimed to develop a method for using two images (typically optical or x-ray) to determine the shape of the bending section of an active catheter. Primary concerns were fast execution and good accuracy. The use of efficient image processing operations and analytical representations of the 3D reconstruction geometry enabled execution within 5 ms at 1920 $\times$ 1080 resolution, which is more than adequate for envisioned clinical applications (Camarillo et al 2008a, Kesner and Howe 2011). Simulations with added sensing error suggest that the proposed method is robust to moderately high noise levels, because the 3D reconstruction algorithm incorporates global information from throughout the catheter length. Although the algorithms are defined in general form, theoretically applicable to generic imaging modalities including optical and x-ray cameras at arbitrary locations, they need to be extensively evaluated for medical application with clinical data which will be part of future work. There are some potential anticipated limitations of the proposed system. One limitation is when the catheter is almost pointing toward one of the cameras which decreases the resolution as the catheters shaft approaches the camera. Repositioning the imaging system may be a solution for these cases. Image quality in older lower-resolution x-ray imaging systems may also be a limitation.

In clinical applications, operator input or cardiac and respiratory movements generate motion and deformation in the catheters. However, at an instant of time when the images are taken, they are effectively static images. Therefore, it is not needed to account for time. In order to get trajectories across time, this procedure is repeated. Since the proposed reconstruction

<table>
<thead>
<tr>
<th>Error type</th>
<th>Parameters</th>
<th>$X$ (mm)</th>
<th>$Y$ (mm)</th>
<th>$Z$ (mm)</th>
<th>$\theta$ (deg)</th>
<th>$\phi$ (deg)</th>
<th>$L$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute</td>
<td>0.3677</td>
<td>0.4093</td>
<td>0.3534</td>
<td>0.6793</td>
<td>0.9599</td>
<td>1.0840</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>1.6865</td>
<td>1.7402</td>
<td>1.5871</td>
<td>2.6280</td>
<td>3.6486</td>
<td>2.4224</td>
<td></td>
</tr>
</tbody>
</table>
method can run at 200 Hz, we can reconstruct very fast movements by simply combining the images from the two views. So, no matter if the movements are due to the control system or due to cardiac and respiratory movements, the proposed algorithm is capable of reconstructing the shape of the catheter in real-time.

In surgical operations, there may be partial or severe overlaps on the catheter by other intra-coronary devices or catheter shaped deformation due to the perspective projection in the acquired angiographic views (i.e. foreshortening effect). A solution to this problem, which is mainly an image processing challenge and is not the main focus of this work, may be to develop a system where initial manual designation of the catheter segment will allow the algorithm to keep track of the movements of the catheter. Although having more catheters and devices in the scene will increase the execution time of the process due to the multiple reconstruction process, the proposed reconstruction algorithm is not limited to one catheter as long as the centrelines of the catheters can be extracted from the images.

It is useful to compare the results from this study with alternate approaches in the literature, but this is in general challenging due to the large number of factors determining performance. These include software environment, processor speed, image modality and resolution, and constraints such as the use of fiducial markers. Here we provide a basic comparison with the performance of the most closely related vision-based algorithms for 2D/3D reconstruction of catheters/continuum robots/flexible manipulators. The reconstruction techniques presented in literature mainly were developed based on affine shape (iterative reconstruction) (Berthilsson and Astrom 1997), SOM (3D point cloud) (Croom et al. 2010), voxel-carving algorithm (shape-from-silhouette) (Camarillo et al. 2008b), epipolar correspondence points (brute force search) (Lee and Poston 1997), or detection of the tip- or body-mounted fiducial markers (Chen et al. 2003, Hannan and Walker 2003, 2005, Chitrakaran et al. 2004, Webster et al. 2009, Rucker 2011). Some of the reported accuracy-related results of these approaches (from 0.24 to 3.14 mm) are promising, however low speed (1.36–15 fps), dependency on...
**Table 2.** Criteria for real-time vision-based shape sensing of catheter systems.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Computationally fast (&gt;30 fps)</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>2. Reasonably accurate (±1 mm)</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3. No dependency to &gt;2 cameras</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4. No dependency to fiducial markers</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5. No dependency to physical grid</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6. No dependency to initial guess</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7. No approximation by circular arcs</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8. Ability to find tip position</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9. 3D Reconstruction capability</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

✓ = Meets criteria  ✗ = Does not meet criteria  ○ = Unknown or not applicable
tip- or body-mounted fiducial markers, physical grids, or high number of required cameras/images (2 to 20) restrict their capabilities for high speed applications like motion compensation cardiac catheters. In terms of the accuracy and speed, the main factors that are limiting the reconstruction process in these approaches are high number of images necessary for the reconstruction process (Berthilsson and Astrom 1997, Berthilsson et al 1997, Martinsson et al 2007) or the reconstruction technique itself that can be inherently time-consuming and computationally expensive. Higher spatial resolution or frame rate do not have positive impacts on these approaches and, in fact, they may further slow down the process. In terms of practical usage, besides the challenges in the central point extraction of the marker bands using image processing techniques, complex and difficult fabrication processes of the fiducial markers that meet size, shape and visibility constraints may be required. Overall, the results presented in this paper represent better overall performance than the published performance of alternative approaches. Furthermore, an informal analysis suggests that these approaches are unlikely to provide significantly better performance under similar conditions. Definitive comparison, however, would require implementation of the competing approaches and testing on identical image inputs, but this is beyond the scope of this study.

A list of important criteria for real-time tracking systems are defined in table 2. Our main goal in this research is the development and evaluation of a vision-based system that fulfills all or most of these design criteria. Amongst these criteria, the first two, namely speed and accuracy, are the most important. As presented in table 2, previous studies were largely unable to fulfill these requirements together.

In the developed experimental setup, the two cameras were mounted almost perpendicularly to each other. However, the proposed algorithm has no dependency on orthogonality and, in fact, they may be installed at any angle possible in a stereo vision system. Sensitivity to camera relative orientation can be determined through analysis of equations (10) and (11). Further studies are required to quantitatively analyse the effects of the viewing angle of the cameras on the accuracy of the proposed 3D reconstruction algorithm.

This study used specialized image processing algorithms, which must be adapted for surgical applications. Likewise, the ‘catheter’ in the validation experiments were oversized and used a ball tip. These implementation allowed the experiments to focus on the 3D shape estimation performance. The results demonstrated that the 3D algorithm itself was successful, with small error magnitudes in position, angle, and length. To evaluate the effectiveness and accuracy of the proposed algorithm, single segment catheter shaped tubes were tested. However, the proposed algorithm can be extended for the shape sensing of continuum robots with multiple segments and non-quadratic shapes using high order polynomial curves or by combining multiple quadratic curves.

6. Conclusion

In this paper, a vision-based shape sensing algorithm for real-time 3D reconstruction of catheters using two arbitrary perspective views based on the closed-form analytical solution for the reconstruction of quadratic curves in 3D space was presented. Using the closed-form analytical formation led to a high speed 3D reconstruction algorithm with no iteration involved that decreased the execution time to 2.25 ms. This allows the high process rate around 200 Hz that includes the processing time for the image processing algorithms as well. The experimental results demonstrated the maximum absolute measurement errors of 0.6 mm for the tip position and 0.5 deg for the angular parameters including bending and orientation of the catheter shaped rapid-prototyped circular and elliptical tubes with known geometry and curvature.
The MAE across all conditions were measured 0.24 mm for position and 0.21 deg for angular parameters. The results of sensitivity analysis demonstrated reasonable robustness of the algorithm to the added noise in the images. The speed, accuracy, and lack of dependency on body-mounted fiducial markers makes it a potential solution for a variety of medical imaging sources including biplane fluoroscopy and stereo endoscopy. In future, the proposed reconstruction algorithm will be further evaluated with clinical data and will also be used in an automated catheter system for position control and measurement of the catheters.
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